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1
PROTECTING MEMORY INTERFACE

CROSS-REFERENCE TO RELATED
APPLICATIONS

This application claims the benefit of U.S. Provisional
Patent Application 61/880,932, filed Sep. 22, 2013, whose
disclosure is incorporated herein by reference.

FIELD OF THE INVENTION

The present invention relates generally to data security,
and particularly to methods and systems for protecting
stream-ciphered data.

BACKGROUND OF THE INVENTION

In various secure storage systems a host exchanges data
with one or more storage devices. Methods for securing the
interface between the host and the storage devices are
known in the art. For example, U.S. Patent Application
Publication 2013/0262880, whose disclosure is incorporated
herein by reference, describes a memory access circuit and
a corresponding method. The memory access circuit
includes a cryptographic block in communication with a
memory that encrypts data of a data block on a block basis.
The memory access circuit also includes a fault injection
block configured to inject faults to the data in the data block.
The memory access circuit further includes a data scrambler
and an address scrambler. The data scrambler is configured
to scramble data in the memory by shuffling data bits within
the data block in a plurality of rounds and mash the shuffled
data bits with random data. The address scrambler is con-
figured to distribute the scrambled data across the memory.
A memory system including the memory access circuit is
also disclosed to implement the corresponding method.

As another example, U.S. Patent Application Publication
2011/0283115, whose disclosure is incorporated herein by
reference, describes a method for generating final software
code, which is resistant to reverse engineering analysis, from
an initial software code, which is executed by a processor
that directly handles data of maximal size of M bits. Gen-
erating the final software code comprises the steps of: (i)
building a conversion table whose input comprises one
instruction and its output comprises a plurality of equivalent
instructions or sets of instructions, (ii) splitting the input data
into a plurality of segments, each segment having a random
length not exceeding M, and (iii) for each instruction of a
block of instructions, selecting pseudo-randomly an equiva-
lent instruction or set of instructions using the conversion
table so as to obtain an equivalent block of instructions, and
appending the plurality of equivalent blocks of instructions
to obtain the final software code.

SUMMARY OF THE INVENTION

An embodiment of the present invention that is disclosed
herein provides an apparatus including an interface and logic
circuitry. The interface is configured to communicate over a
communication link. The logic circuitry is configured to
convert between a first stream of plaintext bits and a second
stream of ciphered bits that are exchanged over the com-
munication link, by applying a cascade of a stream ciphering
operation and a mixing operation that cryptographically
maps input bits to output bits.

In some embodiments, the ciphered bits are exchanged
over the communication link between a memory device and
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a processor. In other embodiments, the ciphered bits
exchanged over the communication link comprise software
code that executes in real time on the processor.

In an embodiment, the logic circuitry includes two or
more interconnected mixing stages, including at least first
and last mixing stages, each mixing stage including multiple
Galois Field (GF) multipliers, and the logic circuitry is
configured to apply the mixing operation by splitting the
input bits among the GF multipliers of the first mixing stage,
and combining results of the last mixing stage to produce the
output bits. In another embodiment, each of the GF multi-
pliers in the one or more mixing stages is configured to
accept multiplicand bits from the input bits or from a
previous mixing stage, and to further accept a respective
mixing key, wherein the mixing key is the GF multiplicative
inverse of a corresponding mixing key in a remote apparatus
at an opposite side of the communication link, and the logic
circuitry is configured to apply the mixing operation by
multiplying the multiplicand bits by the respective mixing
key in each of the multiple GF multipliers.

In some embodiments, the logic circuitry is configured to
apply the mixing operation by multiplying the input bits by
a respective non constant mixing key in a Galois-Field (GF).
In other embodiments, the logic circuitry is configured to
iteratively update the mixing key in coordination with a
remote apparatus at an opposite side of the communication
link, by multiplying the mixing key in the respective GF by
a constant element or by a GF multiplicative inverse of the
constant element, such that at any given time the mixing key
is the GF multiplicative inverse of a corresponding mixing
key used by the remote apparatus. In yet other embodiments,
the constant element and the GF multiplicative inverse equal
2 and 27! respectively, and the logic circuitry is configured
to generate the mixing key using a Linear Feedback Shift
Register (LFSR) that implements a GF multiplication opera-
tion using a shifting operation. In yet further other embodi-
ments, the logic circuitry is configured to initialize the
mixing key to a number that is an integer power of 2 or 27"
in the respective GF so that an initial mixing key is the GF
multiplicative inverse of a corresponding initial mixing key
used by the remote apparatus.

There is additionally provided, in accordance with an
embodiment of the present invention, a method, including
exchanging ciphered bits over a communication link. A
conversion between a first stream of plaintext bits and a
second stream of the ciphered bits that are exchanged over
the communication link is carried out, by applying a cascade
of a stream ciphering operation and a mixing operation that
cryptographically maps input bits to output bits.

The present invention will be more fully understood from
the following detailed description of the embodiments
thereof, taken together with the drawings in which:

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a block diagram that schematically illustrates a
secure storage system, in accordance with an embodiment of
the present invention;

FIG. 2 is a diagram that schematically illustrates a method
for cryptographic mixing, in accordance with an embodi-
ment of the present invention; and

FIGS. 3 and 4 are diagrams that schematically illustrate
alternative embodiments for cryptographic mixing, in accor-
dance with an embodiment of the present invention.
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3
DETAILED DESCRIPTION OF EMBODIMENTS

Overview

In many secure storage systems, a host communicates
with a memory device over a communication link or bus that
may be vulnerable to various cryptographic attacks.
Embodiments of the present invention that are described
herein provide improved methods and systems for securing
the interface of a memory device against cryptographic
attacks.

The link between the host and the memory device can be
secured, in principle, by encrypting the data exchanged over
the link, in both directions. In the reading direction the
memory device sends ciphered data to the host, and in the
writing direction the memory device receives ciphered data
from the host. In each communication direction, one of the
memory device and host serves as a sending party, and the
other as a receiving party.

Low latency in accessing the memory is important, for
example, when the Central Processing Unit (CPU) of the
host executes code that is fetched in real-time from the
memory device. To reduce latency and complexity, the data
communicated over the link is typically encrypted using
stream ciphering techniques, as opposed to high-latency
block ciphering. At the sending party, a stream cipher
encrypts plaintext data with a pseudo-random sequence
(e.g., using a bitwise XOR operation) to produce the cipher
text, and at the receiving party, a decipher decrypts the
cipher text with the same sequence to recover the plaintext
data.

Stream ciphering is advantageous in terms of low com-
plexity and latency, but may be vulnerable to cryptographic
attacks, such as attacks that are based on bit positions. For
example, an unauthorized attacker may monitor or change
the value of the stream-ciphered data in accordance with a
certain periodic pattern corresponding to one or more fix-
positioned bits of the memory device interface, in an attempt
to break the security of the system. Embodiments that are
described herein protect against this vulnerability of the
stream-cipher.

In the reading direction, the memory device serves as a
sending end, and the host as a receiving end. In some
embodiments, prior to masking by the stream cipher, the
memory device applies a cryptographic mixing operation to
the plaintext using a secret mapping key. The mixing opera-
tion maps the plaintext data bits into mixed bits, such that it
would be infeasible for an unauthorized user, who does not
know the mapping key, to guess the values and/or positions
of the plaintext data bits. The host, after de-ciphering,
applies an inverse mapping (with respect to the mixing
mapping) to de-mix the mixed bits and recover the plaintext
data. In the writing direction, the host and memory device
respectively serve as sending and receiving ends, applying a
similar processing flow.

In an embodiment, cryptographic mixing is based on
Galois-Field (GF) arithmetic. In the description that follows,
we assume that arithmetic operations are applied to the
elements of a given Galois Field (GF) that may be generated
using some underlying generating polynomial. Since the
disclosed techniques apply to any valid generating polyno-
mial, the details regarding the underlying generating poly-
nomial are typically omitted. The term “multiplication” thus
refers to multiplication between elements in the given GF,
and the term “multiplicative inverse” of a given element
refers to an element in the GF that, when multiplied by the
given element (using GF arithmetic), results in the unity
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4

element defined in that GF. Similarly the term “power”
refers to repeated multiplications of an element in the given
GF by itself.

Assume, for example, a mixing unit at the sending end,
which receives N-bit plaintext data DX. In an example
embodiment N=32 bits, but in alternative embodiments N
may comprise any suitable positive integer. The mixing unit
comprises an N-bit GF multiplier that multiplies DX by an
N-bit secret mapping key K, and outputs an N-bit mixed data
MX=K*DX, wherein the operator * denotes multiplication
in the respective GF.

The receiving end comprises a de-mixing unit that accepts
the N-bit MX, and using a similar N-bit GF multiplier,
multiplies MX by an inverse mapping key that equals the
multiplicative inverse of the mapping key K, ie,
DX=MX*K™!.

In some embodiments, each of the sending and receiving
parties iteratively updates the mixing key in coordination
with the other party at the opposite side of the communica-
tion link, such that at any given time the mixing key used by
one party is the GF multiplicative inverse of the correspond-
ing mixing key used by the other party.

In some embodiments, the mixing unit generates the
secret mapping key K using a Linear Feedback Shift Reg-
ister (LFSR), and the de-mixing unit generates the inverse
mapping key K=* using another LFSR. The LFSRs used for
mixing and de-mixing are initialized to respective secret
values R and R, and are shifted in synchronization with
one another so that the respective mapping keys (in the
sending end and in the receiving end) equal the multiplica-
tive inverse of one another.

Calculating the GF multiplicative inverse of an arbitrary
element in the GF involves considerable computational
resources. In an embodiment, to reduce the complexity of
calculating the initial inverse value R™' at the de-mixing
unit, the initial value R is restricted to be a non-negative
integer power r of 2, i.e., R=2". The de-mixing unit holds a
fixed pre-calculated value of 27!, and calculates the initial
inverse value as a power r of 27%, ie.,, R™'=27'Y. The
complexity of calculating R™! via power operations is sig-
nificantly lower compared to general multiplicative inverse
calculations.

Generating the mixing keys using LFSRs is not manda-
tory. In alternative embodiments, any other suitable means
can be used for initializing and updating the mixing keys in
the sending and receiving ends to be the GF multiplicative
inverse of one another at any given time. Additionally or
alternatively, the mixing keys can be configured to be an
integer power of a constant number in the respective GF
other than 2 and 27"

In some embodiments, the mixing unit mixes 32-bit
plaintext data by applying two mixing stages, each com-
prising four 8-bit GF multipliers. In the first stage, each of
the four GF multipliers multiplies an 8-bit input data drawn
from the 32-bit plaintext data, by a respective 8-bit mapping
key. Using 8-bit multipliers (rather than a 32-bit multiplier)
is advantageous in terms of physical size, implementation
complexity and latency.

An interconnection scheme maps the 32 bits output from
the first stage into four 8-bit that input the four GF multi-
pliers of the second stage. Each of the GF multipliers of the
second stage multiplies its respective 8-bit input by a
respective 8-bit mapping key to produce an 8-bit mixed
output. The four 8-bit outputs of the second stage are then
combined to produce a 32-bit mixed data output.

In some embodiments, the mixing unit generates the eight
mapping keys for the first and second mixing stages using a
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64-bit LFSR. The mixing unit splits the 64-bit LFSR output
into two 32-bit keys that are each further split into four 8-bit
mapping keys.

In the receiving end, a de-mixing unit comprises two
de-mixing stages that each comprises four 8-bit GF multi-
pliers. The de-mixing unit further comprises a 64-bit LFSR
operating in synchronization with the LFSR of the mixing
unit, and that outputs eight 8-bit inverse mapping keys, each
equals the multiplicative inverse of a respective mapping
key of the mixing unit. In an embodiment, the LFSRs in both
sides generate the same pseudo-random sequence, and at the
de-mixing side each 8-bit subgroup of the 32-bit LFSR
output is separately inverted in the respective GF, e.g., using
a lookup table. The tables size and memory space required
for inverting four 8-bit GF elements (1Kx8 bit) is signifi-
cantly smaller than a lookup table required for inverting a
32-bit GF element (4Gx32 bit).

The de-mixing unit applies the GF multiplications in the
two de-mixing stages, and further applies an inverse inter-
connection scheme between the first and second de-mixing
stages, so as to recover the plaintext data.

In the disclosed techniques, cryptographic mixing is per-
formed prior to stream ciphering. The mixing operation
maps plaintext data bits into mixed bits that disguise the true
values and positions of the plaintext bits. Implementing the
mixing operation using GF multipliers incur only small
increase in complexity and latency.

System Description

FIG. 1 is a block diagram that schematically illustrates a
secure storage system 20, in accordance with an embodi-
ment of the present invention. System 20 comprises a
memory device 24 that stores data for a host 28 in a memory
array 32. Memory device 24 may store any suitable type of
data, such as, for example, user data, executable code, and
secure system states. The system states include information
such as, for example, the system up time, system events and
errors logging information, and self-test results. The data
may be stored in memory array 32 in encrypted or unen-
crypted form.

In the example of FIG. 1, memory device 24 comprises a
nonvolatile memory (NVM). In alternative embodiments,
memory device 24 may comprise any suitable memory of
any suitable type, such as read only memory (ROM),
random access memory (RAM), or any type of NVM, such
as Flash memory. Host 28 communicates with memory
device 24 over a link 34 using a respective communication
interface (not shown).

The storage commands for memory device 24 include at
least data read, write, modify and erase. The host executes
storage operations by applying respective communication
signals over link 34. Additionally or alternatively, a CPU 36
of'host 28 may execute code that is fetched in real time from
memory device 24 by reading code instructions and data
over link 34.

In some embodiments, link 34 comprises a parallel link or
bus, having separate data, address and control lines. In other
embodiments, link 34 comprises a serial link, in which data,
address and control information are transferred serially on a
common physical connection. Examples of such serial inter-
faces include Serial Peripheral Interface (SPI), Inter-Inte-
grated Circuit (1°C), Universal Serial Bus (USB), Multime-
dia Card (MMC) interface and Secure Digital (SD) interface.

In the present example, we assume that each of host 28
and memory device 24 comprises a separate semiconductor
die, and that the two dies reside on a common package or on
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separate packages. We further assume that an unauthorized
attacker has no direct access to secret information within
each die, but can open the package to gain access to link 34
signals in attempt to break the system security. The main
cryptographic attacks that an unauthorized user may attempt
over link 34 include:

Modify transmitted information on the fly in an attempt to

conduct a cryptographic attack at specific bit positions.

Obtain secret information that is stored in the memory

device.

Modify information that is stored in the memory device.

Force the memory device to perform unauthorized com-

mands.

Obtain knowledge regarding the system states.

Change the state of the system on the fly.

Perform reverse engineering to learn about the function-

ality of the system.

In the disclosed embodiments, the communication
between host 28 and memory device 24 is secured by
manipulating the data to be exposed over link 34 in a secret
manner. The data manipulation comprises a cascade of
cryptographic data mixing and stream ciphering, as will be
described in detail below. As a result, even if an unauthor-
ized attacker gains access to link 34 signals, it would be
difficult or impossible for the attacker to conduct crypto-
graphic attacks, e.g., as listed above. The data manipulation
should have minimal performance penalty in terms of access
delay to/from the memory device, and computational com-
plexity. In some embodiments, the data manipulation
includes data ciphering and cryptographic data mixing as
described in detail below.

Each of memory device 24 and host 28 comprises a
respective secret binding key 40 and 44. The host and the
memory device use the binding keys to mutually authenti-
cate each other, and to prevent unauthorized access to secret
information when the authentication fails. The size of bind-
ing keys 40 and 44 should be large enough to provide
sufficient cryptographic strength, such as 128-bit keys or
larger. In some embodiments, host 28, memory device 24, or
both, generate the binding keys using symmetric key sharing
protocols, which result in identical binding keys 40 and 44.
In other embodiments, the host and memory device employ
asymmetric key sharing protocols (also referred to as public-
private key sharing protocols), in which binding keys 40 and
44 are typically different.

In some embodiments, binding keys 40 and 44 are con-
stant throughout the system lifetime. Alternatively, the con-
figuration of keys 40 and 44 can be occasionally replaced by
first erasing the binding keys, as well as any other secret
information, from the host and memory device, and then
reconfigure binding keys 40 and 44 to new secret values.

In some embodiments, host 28 generates binding key 40
locally, and delivers key 40 to be stored in a nonvolatile
location of memory device 24. For example, in an embodi-
ment, host 28 measures some physical property within the
host die, and converts the measurement result to a respective
bit sequence to be used as a secret value for binding key 40
(and/or other secret information). Such physical properties
may comprise, for example, certain delay paths within the
die, threshold voltage for flipping the states of semiconduc-
tor gates within the die, and self-oscillating frequency of a
ring oscillator in the die.

In an embodiment, host 28, memory device 24, or both,
verify the validity of binding key 40 (e.g., on power up)
using a cryptographic digest calculated over binding key 40
and stored along with binding key 40 in the memory device.
Host 28 and/or memory device 24 can similarly verify the
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validity of binding key 44 using a respective calculated
cryptographic digest that is stored in the host along with
binding key 44.

As described above, the data is securely exchanged over
link 34, by manipulating the data to be exposed over link 34
in a secret manner. For the sake of clarity, FIG. 1 depicts
only the reading direction, in which the host reads data that
is stored in memory array 32. Data manipulation in the
opposite direction, from host 28 to memory device 24, is
typically implemented in a similar manner. The data stored
in memory array 32 can be encrypted or non-encrypted.

Assume that memory device 24 stores data in memory
array 32 in a given data unit, such as, for example 32-bit
unit, or any other suitable data unit size. In the reading
direction, memory device 24 retrieves a unit of plaintext data
DX from memory array 32. DX inputs a mixing unit 48,
which cryptographically maps the DX bits to produce mixed
data MX. A stream cipher 52 then encrypts MX, and the
memory device sends the encrypted data CX over link 34. In
the description that follows the term “mixing” refer to
cryptographic mapping of input bits to output bits using a
secret mapping key, such that guessing the input bits from
the output bits without knowing the mapping key is com-
putationally infeasible. The mapping operation in mixing
unit 48, and the ciphering operation in stream cipher 52
depend on secret session key 56 as described in detail below.

In the reading direction, host 28 receives the ciphered data
CX and recovers the plaintext data DX. Host 28 first
deciphers CX to recover MX using a stream decipher 60,
and then inverts the operation of mixing unit 48 by de-
mixing MX back to DX using de-mixing unit 64. The
operations in decipher 60 and de-mixing unit 64 depend on
a secret session key 68, which should be aligned to session
key 56 to ensure proper inversion of the respective mixing
and ciphering operations that were carried out by memory
device 24.

In the writing direction (not shown in the figure), host 28
writes data to memory device 24. In this case, host 28
applies data mixing and ciphering prior to sending the data
over link 34, while memory device 24 recovers the plaintext
data by applying de-ciphering and then de-mixing.

For a given reading or writing direction, the end to end
data flow includes de-mixing that inverts the mixing opera-
tion, and deciphering that inverts the ciphering operation. In
some embodiments, however, the mixing and ciphering
operations in the writing direction may be different from the
mixing and ciphering operations in the reading direction.

Secret session keys 56 and 68 serve for manipulating the
data to be exposed over link 34 in a secret manner. Host 28
can reconfigure session keys 56 and 68 occasionally, such as,
for example, on power up. In some embodiments, the host
sends to the memory device a session secret comprising an
encrypted version of session key 56, which was encrypted
using binding key 44. The memory device retrieves session
key 56 by decrypting the session secret using binding key
40.

In other embodiments, host 28 sends an unencrypted
session seed to the memory device. Each of memory device
24 and host 28 generates a respective session key 56 or 68
using both the session seed and the respective binding key
40 or 44 using any suitable cryptographic algorithms or
methods such as, for example, SHA or AES.

Host 28 and memory device 24 further comprise respec-
tive cryptographic sequence generators 72 and 76. Stream
cipher 52 applies bitwise XOR between the bit sequence
generated by generator 72 and MX to generate the ciphered
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output CX. Similarly, stream decipher 60 applies bitwise
XOR between the sequence generated by generator 76 and
CX to recover MX.

Each of sequence generators 72 and 76 generates a
pseudo-random sequence based on the respective session
key 56 or 68, so that it would be infeasible for an unauthor-
ized user who has no access to the session keys and to the
state of the system to predict the actual pseudo-random
sequences. Generators 72 and 76 are synchronized to gen-
erate a new sequence for each transaction over link 34, or
once per several communication transactions.

Generators 72 and 76 can generate the pseudo-random
sequence using any suitable method. In one embodiment,
sequence generator 72 comprises a hash function, such as
SHA-2, and a counter (not shown) that increments per
transaction (or per several transactions). Generator 72 gen-
erates the output sequence by calculating the hash function
over session key 56 and the counter value.

In another embodiment, generator 72 calculates the hash
function over the session key, the counter value and the
plaintext data (or part thereof) that was transmitted in a
previous transaction, and is therefore known to both sides. In
yet another embodiment, for example when the size of the
hash function output is cryptographically insufficient, gen-
erator 72 further inputs the hash function result to a Linear
Feedback Shift Register (LFSR) whose output serves as the
pseudo-random sequence.

The configurations of system 20, memory device 24 and
host 28 in FIG. 1 are example configurations, which are
chosen purely for the sake of conceptual clarity. In alterna-
tive embodiments, any other suitable configuration of a
secure storage system, memory device and host can also be
used. For example, in one embodiment, the host communi-
cates with the memory device via an additional memory
controller. In this embodiment, each of the links between the
host and memory controller, and between the memory
controller and the memory device, can be secured using the
disclosed techniques. In another embodiment, the host itself
serves as a memory controller that manages the memory
device.

The different elements of memory device 24 and host 28,
such as mixing unit 48, stream cipher 52, sequence generator
72, decipher 60, de-mixing unit 64 and sequence generator
76 may be implemented using any suitable hardware, such
as in an Application-Specific Integrated Circuit (ASIC) or
Field-Programmable Gate Array (FPGA). In some embodi-
ments, some elements of device 24 and host 28 can be
implemented using software, or using a combination of
hardware and software elements.

In some embodiments, certain elements of memory
device 24 and/or host 28, such as mixing unit 48 and/or
de-mixing unit 64, may comprise a general-purpose proces-
sor, which is programmed in software to carry out the
functions described herein. The software may be down-
loaded to the processor in electronic form, over a network,
for example, or it may, alternatively or additionally, be
provided and/or stored on non-transitory tangible media,
such as magnetic, optical, or electronic memory.

In the example of FIG. 1, a host 28 communicates with a
single memory device 24. In alternative embodiments, the
host, such as a memory controller, may communicate with
multiple memory devices, each having respective binding
and session keys. In such embodiments, the host or memory
controller should communicate with each memory device
using matching respective secret keys.

In the example of FIG. 1 above, the sending side applies
ciphering after data mixing and the receiving side applies
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de-ciphering and then de-mixing. In alternative embodi-
ments, mixing may be applied after ciphering in the sending
side, and de-ciphering after de-mixing in the receiving side.

In the description that follows and in the claims, the
various elements of memory device 24 and/or host 28 are
collectively referred to as logic circuitry.

Example Embodiments for Data Cryptographic
Mixing

FIG. 2 is a diagram that schematically illustrates a method
for cryptographic mixing, in accordance with an embodi-
ment of the present invention. Cryptographic mixing corre-
sponds to a reversible mapping of input bits to output bits
using a secret mixing key.

In the present example, the method includes crypto-
graphic mixing and de-mixing parts that are carried out by
respective mixing unit 48 and de-mixing unit 64. As
depicted in FIG. 1 above, the output of mixing unit 48 is
encrypted at the NVM side and decrypted in the host side,
so that effectively the mixed data MX generated by mixing
unit 48 is input to de-mixing unit 64. Therefore, although in
practice the data flow typically includes data ciphering and
deciphering, these elements are omitted for the sake of
clarity, and the method of FIG. 2 is described with the output
of mixing unit 48 directly inputs de-mixing unit 64.

In the example of FIG. 2, the mixing operation is based on
Galois-Field (GF) multiplication. Mixing unit 48 comprises
a 32-bit GF multiplier 90 and a LFSR 94. GF multiplier 90
accepts a 32-bit plaintext data DX and a 32-bit secret
mapping key K from LFSR 94. GF multiplier 90 multiplies
DX by K in the respective GF to produce the 32-bit output
MX=DX*K.

Mixing unit 48 initializes LFSR 94 to an initial secret
value denoted R. The initial value R is typically derived
from the session key, and is therefore known to both the
sending and receiving parties. Shifting LFSR 94 corre-
sponds to multiplication by 2 in the respective GF field. For
each new DX input (or per several such inputs), LFSR 94
shifts to produce a respective new mapping key K, thus
achieving cryptographic mapping from DX to MX.

De-mixing unit 64 performs a cryptographic inverse map-
ping with respect to mixing unit 48. De-mixing unit 64
comprises 32-bit GF multiplier 90 (similar to the GF mul-
tiplier in the memory device side) and a LFSR 98 denoted
LFSR_INV. When LFSR 94 initializes to R, LFSR_INV 98
initializes to the multiplicative inverse R™'. In addition,
shifting LFSR_INV is equivalent to multiplying by 27%. As
a result, by synchronizing between the shifting of LFSR 94
and LFSR_INV 98, the output of LFSR equals the multi-
plicative inverse of the output of LFSR 94 at all times. In
other words, when LFSR 94 outputs a 32-bit secret K,
LFSR_INV 98 outputs a respective 32-bit secret K=*. By
multiplying MX by K™*, GF multiplier 90 recovers DX from
MX.

In one embodiment, R may comprise any value, and host
28 calculates the multiplicative inverse R~ using any suit-
able method. In another embodiment, in which the compu-
tational resources for finding the multiplicative inverse are
limited, R is restricted to the form R=2", r being a nonnega-
tive integer. Similarly, the multiplicative inverse is restricted
to the form R~!'=(27'Y", wherein the value 27! in the respec-
tive GF field can be determined in advance, e.g., at die
design time. Calculating R™! using power operations is
significantly less complex than calculating multiplicative
inversion for a general number.
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FIGS. 3 and 4 are diagrams that schematically illustrate
alternative methods for cryptographic mixing, in accordance
with an embodiment of the present invention. In the descrip-
tion that follows, we assume that mixing and de-mixing
units 48 and 64 of FIG. 1 are implemented using the
respective embodiments depicted in FIGS. 3 and 4, respec-
tively.

In FIG. 3, the cryptographic mixing operation is imple-
mented using two mixing stages denoted STAGE_1 and
STAGE_2, each comprising four 8-bit GF multipliers 100.
The GF multipliers of STAGE_1 and STAGE_2 are num-
bered #1 ... #4 and #5 . . . #8, respectively. A 64-bit LFSR
104 generates two 32-bit secrets K1 and K2 to be used in the
respective stages STAGE_1 and STAGE_2.

In STAGE_1, 32-bit input DX is split into four 8-bit
sub-inputs denoted X1 . . . X4. Additionally, K1 is split into
four 8-bit sub-keys denoted K11 . . . K14. GF multiplier #1
multiplies X1 by K11 and outputs the multiplication result
Y1. Similarly, GF multipliers #2 . . . #4, respectively
calculate Y2=X2%*K12, Y3=X3*K13, and Y4=X4*K14.

In STAGE_2, K2 is split into four 8-bit sub-keys denoted
K21 ... K24 that are respectively input to GF multipliers
#5 .. . #8. Each of the GF multipliers #5 . . . #8 accepts a
respective second 8-bit input Z1 . . . Z4. An interconnection
scheme maps Y1 ... Y4 to 7Z1 ... Z4.

In the present example, the interconnection scheme splits
each of Y1 ... Y4 into four 2-bit groups. Each of Z1 . . . Z4
is constructed by combining four 2-bit groups that each
originates from a different Y1 . . . Y4 result. GF multipliers
#5 .. . #8 respectively calculate 8-bit outputs W1=K21*Z71,
W2=K22*72, W3=K23*73 and W4=K24*74, which are
then combined into a 32-bit mixed data output MX.

FIG. 4 depicts an embodiment of de-mixing unit 64 that
is compatible with the embodiment of mixing unit 48
depicted in FIG. 3 above. The embodiment depicted in FIG.
4 comprises two de-mixing stages STAGE_3 and STAGE_4,
each comprising four 8-bit GF multipliers 100 that are
numbered #9 . . . #12, and #13 . . . #16, respectively.
STAGE_3 and STAGE_4 apply inverse mixing with respect
to respective mixing operations of STAGE_2 and
STAGE_1.

A 64-bit LFSR 108 (denoted LFSR_INV) outputs two
32-bit mapping keys denoted K1_INV and K2 INV. In
STAGE_3, K2_INV is split into four sub-keys K217' . . .
K247!, which each equals the multiplicative inverse of
K21 ...K24, respectively. Similarly, in STAGE_4,K1_INV
is split into four sub-secrets K117* . . . K147, which each

equals the multiplicative inverse of K11 . . . K14, respec-
tively.
LFSRs 104 and 108 are initialized to respective initial

values, and then shifted in synchronization, so that the eight
sub-keys used in STAGE_3 and STAGE_4 for de-mixing
equal the multiplicative inverse of the respective eight
sub-keys used for mixing in STAGE_2 and STAGE_1.

In an embodiment, both LFSRs 104 and 108 are initial-
ized identically, and shifted in synchronization so that they
both output identical 32-bit values. The 8-bit inverse keys in
FIG. 4 are derived from respective 8-bit groups of LFSR 108
output, using lookup tables that convert GF elements to their
GF multiplicative inverse.

In STAGE_3, 32-bit MX is split into the four 8-bit inputs
W1 ... W4. STAGE_3 recovers the intermediate results
Z1...Z4 by calculating Z1=W1*K21~! ... Z4=W4*K247*,
De-mixing unit 64 recovers Y1 ...Y4 from Z1 ... 7Z4 by
applying an interconnection scheme between STAGE_3 and
STAGE_4 that inverts the mapping from Y1 .. . Y4 to
Z1...74 used in mixing unit 48 of FIG. 3 above. STAGE_4
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recovers X1 . . . X4 by calculating X1=Y1*K117* . . .
X4=Y4*K147'. 32-bit DX is then recovered by combining
the four 8-bit X1 . . . X4 results.

In the disclosed techniques a host and a memory device
communicate over a secured link. The presented techniques,
however, are applicable to secure any other suitable com-
munication link over which any other suitable parties com-
municate.

Although the embodiments described herein mainly
address secure memory applications, the methods and sys-
tems described herein can also be used in other applications,
such as in various other data transmission applications. For
example, the disclosed techniques are applicable to secure
any wired or wireless communication link, as well as for
securing the interface of a file storage.

It will be appreciated that the embodiments described
above are cited by way of example, and that the present
invention is not limited to what has been particularly shown
and described hereinabove. Rather, the scope of the present
invention includes both combinations and sub-combinations
of the various features described hereinabove, as well as
variations and modifications thereof which would occur to
persons skilled in the art upon reading the foregoing descrip-
tion and which are not disclosed in the prior art. Documents
incorporated by reference in the present patent application
are to be considered an integral part of the application except
that to the extent any terms are defined in these incorporated
documents in a manner that conflicts with the definitions
made explicitly or implicitly in the present specification,
only the definitions in the present specification should be
considered.

The invention claimed is:

1. An apparatus comprising:

an interface, which is configured to communicate

ciphered bits over a communication link; and

logic circuitry, which is configured to convert between a

first stream of plaintext bits and a second stream of the
ciphered bits that are exchanged over the communica-
tion link, by applying a cascade of a stream ciphering
operation and a mixing operation that cryptographi-
cally maps input bits to output bits,

wherein the logic circuitry is configured to apply the

mixing operation by multiplying the input bits by a
respective non-constant mixing key in a Galois-Field
(GF), and to iteratively update the mixing key in
coordination with a remote apparatus at an opposite
side of the communication link, by multiplying the
mixing key in the respective GF by a constant element
or by a GF multiplicative inverse of the constant
element, such that at any given time the mixing key is
the GF multiplicative inverse of a corresponding mix-
ing key used by the remote apparatus.

2. The apparatus according to claim 1, wherein the
ciphered bits are exchanged over the communication link
between a memory device and a processor.

3. The apparatus according to claim 2, wherein the
ciphered bits exchanged over the communication link com-
prise software code that executes in real time on the pro-
Cessor.

4. The apparatus according to claim 1, wherein the logic
circuitry comprises two or more interconnected mixing
stages, including at least first and last mixing stages, each
mixing stage comprising multiple Galois Field (GF) multi-
pliers, and wherein the logic circuitry is configured to apply
the mixing operation by splitting the input bits among the
GF multipliers of the first mixing stage, and combining
results of the last mixing stage to produce the output bits.
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5. The apparatus according to claim 4, wherein each of the
GF multipliers in the one or more mixing stages is config-
ured to accept multiplicand bits from the input bits or from
a previous mixing stage, and to further accept a respective
mixing key, wherein the mixing key is the GF multiplicative
inverse of a corresponding mixing key in a remote apparatus
at an opposite side of the communication link, and wherein
the logic circuitry is configured to apply the mixing opera-
tion by multiplying the multiplicand bits by the respective
mixing key in each of the multiple GF multipliers.
6. The apparatus according to claim 1, wherein the
constant element and the GF multiplicative inverse equal 2
and 27" respectively, and wherein the logic circuitry is
configured to generate the mixing key using a Linear Feed-
back Shift Register (LFSR) that implements a GF multipli-
cation operation using a shifting operation.
7. The apparatus according to claim 1, wherein the logic
circuitry is configured to initialize the mixing key to a
number that is an integer power of 2 or 27! in the respective
GF so that an initial mixing key is the GF multiplicative
inverse of a corresponding initial mixing key used by the
remote apparatus.
8. A method comprising:
exchanging ciphered bits over a communication link; and
converting between a first stream of plaintext bits and a
second stream of the ciphered bits that are exchanged
over the communication link, by applying a cascade of
a stream ciphering operation and a mixing operation
that cryptographically maps input bits to output bits,

wherein applying the mixing operation comprises multi-
plying the input bits by a respective non constant
mixing key in a Galois-Field (GF), and iteratively
updating the mixing key in coordination with a remote
apparatus at an opposite side of the communication
link, by multiplying the mixing key in the respective
GF by a constant element or by a GF multiplicative
inverse of the constant element, such that at any given
time the mixing key is the GF multiplicative inverse of
a corresponding mixing key used by the remote appa-
ratus.

9. The method according to claim 8, wherein the com-
munication link connects between a memory device and a
processor.

10. The method according to claim 9, wherein exchanging
the ciphered bits comprises exchanging software code that
executes in real time on the processor.

11. The method according to claim 8, and comprising
providing two or more interconnected mixing stages, includ-
ing at least first and last mixing stages, each mixing stage
comprising multiple Galois Field (GF) multipliers, wherein
applying the mixing operation comprises splitting the input
bits among the GF multipliers of the first mixing stage, and
combining results of the last mixing stage to produce the
output bits.

12. The method according to claim 11, wherein applying
the mixing operation comprises providing to each of the GF
multipliers in the one or more mixing stages multiplicand
bits from the input bits or from a previous mixing stage, and
a respective mixing key, wherein the mixing key is the GF
multiplicative inverse of a corresponding mixing key in a
remote apparatus at an opposite side of the communication
link, and multiplying the multiplicand bits by the respective
mixing key in each of the multiple GF multipliers.

13. The method according to claim 8, wherein the con-
stant element and the GF multiplicative inverse equal 2 and
27! respectively, and wherein applying the mixing operation
comprises generating the mixing key using a Linear Feed-
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back Shift Register (LFSR) that implements a GF multipli-
cation operation using a shifting operation.

14. The method according to claim 8, wherein updating
the mixing key comprises initializing the mixing key to a
number that is an integer power of 2 or 27! in the respective 5
GF so that an initial mixing key is the GF multiplicative
inverse of a corresponding initial mixing key used by the
remote apparatus.
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